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Abstract There is currently an increasing effort to develop
visual analytics (VA) tools that can support human analytical
reasoning and decision making. In the last decade, advances
in this field has allowed the application of various kinds of
VA systems in real-world settings. While this represents a
promising start from a product design perspective, part of
the challenge to the research community is that current VA
tools have evolvedwithout due consideration of standardized
design criteria and processes. Accordingly, some questions
remain to be addressed on what are the useful, underlying
attributes of effective VA tools and how their impact can
be measured in human-product interaction. These consid-
erations indicate a need to identify a specific range of VA
tools and assess their capabilities through state-of-the-art
empirical analysis. To address these issues, we conducted
a systematic review of 470 VA papers published between
2006 and 2012.We report on the bibliometric techniques, the
evaluation attributes and the metrics that were used to sam-
ple and analyze the body of literature. The analysis focused
mainly on 26 papers that implemented visual analytics deci-
sion support tools. The results are presented in the form of
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six inductively derived design recommendations that, when
taken together, uniquely contribute to the fields of product
design and visual analytics.
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design · User experience · Design evaluation · Product
development

Introduction

We currently witness a growing interest of product design
research in the field of visual analytics. Defined as the sci-
ence of analytical reasoning facilitated by interactive visual
inter-faces (Thomas and Cook 2006), visual analytics tools
have been heralded as technology products that can syn-
thesize information from complex and dynamic data and in
ways that directly support assessment, planning, and decision
making. The earliest work relating to real world application
of visual analytics can be linked to Bilgic (2006) and Chen
et al. (2006). Recent advances, for example (Andrienko et al.
2007; Booshehrian et al. 2012; Reddy et al. 2012; Rudolph
et al. 2009; Savikhin et al. 2011), show that application of
VA tools can facilitate decision making in real-world set-
tings.

While a broad range ofVA tools exists, evidence regarding
their effectiveness, and experience of use, is rather limited.
This has stimulated a shift of focus from the extent and man-
ner in which visual analytics can be applied in real-world
settings, to understanding the design process and the under-
lying attributes of effective visual analytics, and how the
quality of the product experience is evaluated through the
use of performance metrics.

Alben (1996) defined the human-product interaction
“experience” to include all the aspects of how people use
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an interactive product: the way it feels in their hands, how
well they understand how it works, how they feel about
it while they are using it, how well it serves their pur-
poses, and how well it fits into the entire context in which
they are using it. If these experiences are successful and
engaging, then the tools become valuable to users and note-
worthy of the design and evaluation process fromwhich they
emerged.

Although considerable research has focused on the design
and evaluation of VA tools (Chinchor et al. 2012; Jeong et al.
2008; Kang and Stasko 2012; Kluse et al. 2012; Konecni
et al. 2010; Plaisant et al. 2008), the outcome is a research
agenda characterized by a horde of experiential concepts that,
to some extent, differ in terms of theoretical backgrounds,
research directions, and design processes.

From a product design perspective, design evaluation
requires the consideration of several performance attributes
rather than common usabilitymetrics (Liu et al. 2011). These
factors clearly illustrate the need to develop a general frame-
work that can facilitate the design and evaluation of VA
tools.With qualitative and quantifiablemeasures, researchers
can adequately evaluate a product’s capabilities in relation
to its use (Burnell et al. 1991). Hassenzahl and Tractin-
sky (2006) argue that such assessments have an impact on
future user experiences. Moreover, they form a basis for
the research community to streamline the design process
in a manner that reflects the goal of enhancing user expe-
rience.

These considerations motivated us to articulate a frame-
work that can be used for design and evaluation of VA tools.
Using the evaluation metrics proposed by Scholtz (2006a)
and Wang et al. (2011) as a priori framework, we conducted
a systematic review that seeks to evaluate, synthesize, and
present the empirical findings in visual analytics literature
from 2006 to 2012. The review focuses mainly on papers that
developed visual analytics decision support tools (VADS),
and provide an overview of application areas, their attributes,
and design implications for research and product develop-
ment.

In doing so,wehope to uncoverfindings that canbe extrap-
olated broadly to contribute to a common understanding of
approaches and practical guidance for designing VA tools.

The paper is organized as follows: In “Background”
section, we provide a discussion of user experience eval-
uation as a feature of product design in visual analytics.
“Methods” section describes the methods and the theoretical
roots taken to derive the evaluation framework used for this
review. “Results” section reports the findings of the review.
“Discussion” section discusses the findings in the form of
seven inductively derived recommendations. “Limitations”
and “Future work” sections reports on the limitations, con-
tributions, and concludes with recommendations for further
research.

Background

User experience in the product development context

The discussion of user experience in product design research
draws on some interesting insights. Hassenzahl (2005) sug-
gests that a product, into which we classify visual analytics
systems, has certain attributeswhich can be combined to con-
vey a peculiar character. In order to trigger an experience of a
product, a designer has to manipulate these attributes to give
access to utility and usability. The same can also apply to the
overall quality of a product which, as articulated by Hassen-
zahl and Tractinsky (2006), often depends on how well the
attributes are linked with users’ needs. Clearly, these reflec-
tions highlight the complex and layered nature of product
experience, and point to a need to use certain attributes to
design products that can be effective and useful.

User experience metrics for visual analytic tools

Researchers have long argued that usability metrics are
inadequate for evaluating the effectiveness of intelligent tech-
nologies such as visual analytics tools (Despont-Gros et al.
2005; MacDonald 2012; Scholtz 2006b; Tintarev and Mas-
thoff 2012). Scholtz (2006a) andWang et al. (2011) proposed
an evaluation framework for visual analytics tools that goes
beyond standard usability metrics. The framework proposed
by the authors includes focusing on performance attributes
such as situation awareness, collaboration, interaction, cre-
ativity, andutility.Within this framework, they recommended
specific metrics to provide designers with measures to track
how the design components support the user experience.
According to Tullis and Albert (2008), user experience met-
rics, that are based on a reliable system of measurement,
can add structure to the design and evaluation process, give
insight into the findings, and provide value to users. In
other words, the user experience metrics can help identify
“good” VA tools from “not so good” VA tools by showing,
for instance, if a analyst’s experience on using VA tool is
improved or not.

With these considerations in mind, our research questions
for this study are then as follows:

1. What is the nature of visual analytics product application
in decision support settings?

2. What attributes and metrics are needed to enhance the
human-product interaction experience in visual analytics
decision support tools?

Methods

Guided by the establishedmethod of systematic review (Hig-
gins andGreen 2008), we undertook the review in six distinct
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stages: a search for relevant papers, development of a coding
protocol, identifying the inclusion and exclusion criteria, data
extraction, critical analysis of data, and synthesis of findings.
In this section, we describe the methods used.

Data sources

The review spans the period from 2006 to 2012, following
the peer-reviewed papers published since Illuminating the
Path (Thomas and Cook 2005). Specifically, we obtained the
initial set of papers from the electronic databases of journals
and conference proceedings that are known to publish VA
papers, namely: VAST, Information Visualization EUROVA,
Pacific Viz, and IEEE Lecture notes in Visual analytics.

This was followed by a manual search of online search
engines for additional VA papers published in other journals
and conferences. This procedure yielded a total dataset of
470 VA publications. The list is not exhaustive, but the major
VA research strands are represented. We then organized and
indexed the papers for sampling.

Inclusion and exclusion criteria

We chose decision support in visual analytics because it
provides a concrete application sample for the analytic expe-
rience.We also considered it important to define the selection
criteria for our final sample, because wewanted to reduce the
possibility of selection bias. The final sample was selected
using the following criteria:

• Papers must be published in a peer-reviewed journal or
conference proceedings;

• Papers must be full papers with empirical evidence (con-
test papers, workshop briefs, panel sessions, posters, and
short papers were excluded);

• Papers must implement a VA technology for decision sup-
port in a real-world setting.

To this end, we performed a manual check on the abstracts
of the 470 papers using the inclusion criteria. In addition,
we read the text of each paper to verify its ‘decision support’
content.Most of the VA papers identified in the initial search,
that clearly did not meet the criteria, were omitted from fur-
ther consideration. Following this procedure, we collated a
final sample of 26 papers which we found to be of acceptable
rigour, credibility, and relevance (Table 2).

Coding protocol

We developed a coding protocol using the Cochrane Hand-
book style for Systematic Reviews of Intervention (Higgins
and Green 2008) and the content analysis technique of
a priori coding (Stemler 2001). The coding protocol was

mostly influenced by the evaluation framework proposed by
Scholtz (2006a), andWang et al. (2011). From their work, we
developed six high level attributes: Situation awareness, Col-
laboration, Interaction, Creativity, Utility and User-oriented
design. All six attributes are distinguished in having their
own underlying metrics, which we adapted as coding units
in the protocol. We describe the attributes and coding units
below.

Situation awareness

Situation awareness (SA) is a cognitive process in decision
making and is defined as ‘the perception of elements in the
environment within a volume of time and space, the compre-
hension of their meaning, and the projection of their status
in the near future’ (Endsley 1995).

According to the visual analytics research agenda
(Thomas and Cook 2006), the analytical process involves
similar tasks such as: understanding historical and current
situations, as well as the events leading to current conditions;
identifying possible alternative future scenarios; determining
indicators of the intent of an action; and supporting the deci-
sion maker in times of crisis. VADS tools that do not support
situation awareness tend to allow information overload or
inadequate information to affect decision making.

For this attribute, we wanted to measure how situation
awareness is incorporated in the design of VADS tools. We
developed the coding units according to the three layers of
Endsley’s situation awareness model, which are: perception,
comprehension, and projection (Endsley 1995). For the per-
ception layer, we reviewed the papers to determine the extent
to which the VA decision support tools show a demonstrated
ability to track the changes of information when operated
by the users in field trials. For the comprehension layer, we
assessed the application ofVAdecision support decision sup-
port tools in providing contextual analysis of environments
to users. For the projection layer, we searched the literature
for test reports on the aptitude of VADS to support future
scenario projections. And finally, we wanted to understand
how many of the tools were reported to have a combination
of the three afore-mentioned layers.

Collaboration

The ability to share data while using different views is a nec-
essary feature of visual analytics systems that are designed
for collaboration (Scholtz 2006a). Analysis of this attribute
was guided by the need to review the effectiveness of VA
decision support systems, as reported in the literature, when
facilitating communication and information sharing between
users. For this purpose, we iteratively developed the follow-
ing coding units: ability to share evidence; supports intuitive
communication; can allow multiple, coordinated views;
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can track information flows; and combination of all four
metrics.

Interaction

Assessment of this attribute was based, in part, on the
ISO 9241-110 principles of human-system interaction (ISO
9241–110 2006). We consider this interaction as a form of
“dialogue” between the human component and the VA sys-
tem. We examined the papers in respect to whether, and
to what extent, the VA decision support tools were able to
support interaction with users. To this end, we coded the
data using the following units: suitability for the task; con-
trollability; self-descriptiveness; support customization of
information; enable access to information; and combination
of all five metrics.

Creativity

Lubart and Georgsdottir (2004) defined the concept of cre-
ativity as the ability to producework that is high in quality and
appropriate (i.e., solves problems, useful for certain tasks).
We share this view of creativity because it suggests that cre-
ativity can occur in complex domains where decisions are
made. This implies that support for creativity should take
into account the environment that supports decision mak-
ing. As such, VADS tools that support creativity should be
able to enhance the creative experience of the user(s), there-
fore improving the analytical processes and outcomes. To
evaluate this attribute, we reviewed the literature using the
following metrics as coding units: support individual tasks;
effective in searching for analytical results; ability to show
high quality of analytic solutions; user satisfaction with solu-
tions; and combination of all four metrics.

Utility

According to Scholtz (2006a), the utility of the VA system
is one of the most important metrics of measuring its effec-
tiveness from the user perspective. We developed the coding
units based onDavis’s technology acceptancemodels (TAM)
(Davis 1985),which examines psychometric properties of the
systems’ characteristics as perceived by the users.

In essence, the environment should allow the user to spend
more time on task and less time on the system being used.
Compatibility with the context of use, perceived ease of use,
perceived usefulness, increased effectiveness on the task, and
less aggregate time expended in finding analytical solutions,
are factors that can be associated with the utility attribute
of visual analytic decision support tools. We evaluated the
utility attribute using the afore-mentioned metrics as coding
units.

User-oriented design

The coding scheme we developed for this attribute was
based on the visual analytics research agenda put forward by
Thomas and Cook (Thomas and Cook 2006). In formulating
the coding units, we sought to measure the extent to which
designers of VA decision support tools focus on the intended
users, real data sets, and real tasks. We also wanted to under-
stand how the user requirements are defined in the design
and development life cycle of VADS. In the light of these
considerations, we developed the following coding units:
analysis of user and context requirements; active involvement
of intended users; iteration of usability design; evaluation
with intended users; multi-disciplinary design input; use of
real-world data; and combination of all units.

Procedure

First, we tested the coding protocol on a random selection
of five papers from the sample dataset. Two independent
raters—two PhD students in computer sciences—joined us
in this process. At the end of this phase, we modified some
coding units to account for discrepancies in the protocol.

We then coded the sample dataset independently and dis-
cussed the results during intensive team meeting sessions,
over a period of eight months. These discussions provided
a platform for validity checks, consistency in the coding,
resolving disagreements, and strengthening the intracoder
and intercoder reliability. The time taken to code each article
varied considerably, ranging from over four hours to an hour.
To maintain consistency, we re-read the papers on which the
coding protocol was based. Using Cohen’s Kappa (Cohen
1960), we calculated the inter-rater reliability to be 0.64,
which can be considered a “substantial agreement”. Further,
we discussed our preliminary findings with colleagues who
also conduct research in information visualization and visual
analytics. At the end of this procedure, we resolved all dis-
agreements and analyzed the data.

Results

Overview of VA publications and application areas

Table 1 shows the distribution of the papers by journal and
conference proceedings from the search results. The sub-
stantial number of identified papers (n = 470) suggests that
visual analytics is a rapidly growing research field. Overall,
we found that 5.5% of VA papers published between 2006
and 2012 developed decision support applications for real-
world problems. This suggests that limited researchwork has
been done in terms of the design and application of VADS to
real world decision support problems.
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Table 1 Overview of VA publications (2006–2012)

Journal Year VA papers
(2006–2012)

VADS papers
(2006–2012)

%

VAST 2012 62 – –

VAST 2011 57 3 5.3

VAST 2010 58 1 1.7

VAST 2009 56 5 8.9

VAST 2008 46 2 4.3

VAST 2007 46 5 10.9

VAST 2006 23 3 13.0

EURO VA 2012 7 1 14.3

EURO VA 2011 10 – –

EURO VA 2010 10 – –

Others 2006–2012 88 6 6.8

Total 470 26 5.5

Further analysis was based on the final sample of 26
papers. This sample reflects the 22 different applications of
visual analytics for decision support in real world settings
(see Table 2).

Given the data in Table 2, we can infer that most of the
application areas have spatial and temporal aspects; and often
involved stakeholders in the time-critical decision making
processes. The data shows that the diversity of applications

areas correlates with the research agenda for visual analytics.
However, it also reinforces the need to developmore applica-
tions for decision support in other real-life scenarios where
complex information has to be processed and analyzed.

Table 3 shows the attributes of VADS in the reviewed
papers as reported by the coding protocol. Each code refers
to frequency and percentage values of the coding units as
identified in the data.

Situation awareness

We observed that perception (i.e., ability to track the changes
of information—36.5%) and comprehension (ability to pro-
vide environment for contextual analysis—48.1%) were
predominant features in the final sample of papers we
reviewed. However, we found few examples (7.7%) where
situation awareness was linked to the ability of the systems
to support users in making future scenario projections. The
assessments also indicate that the three levels were fully inte-
grated in about 7.7% of the sample papers.

Additionally,we found several exampleswhere references
were made on the capability of the VADS tools to support
situation awareness. For example, some of the references
read as follows:

Table 2 VA decision support
applications (2006–2012)

Real world applications (n = 22) Papers (n = 26)

1. Evacuation scheduling (Andrienko et al. 2007)

2. Epidemic modeling and response evaluation (Afzal et al. 2011)

3. Situation awareness in astrophysics (Aragon et al. 2008),

4. Entity resolution in social networks (Bilgic 2006),

5. Fisheries management (Booshehrian et al. 2012)

6. Financial transactions (Chang et al. 2007) (Rudolph et al. 2009)

7. Semantic analysis (Crossno et al. 2009)

8. Journalistic inquiry (Diakopoulos et al. 2010),

9. Broadcast news video exploration (Luo and Ghoniem 2007; Luo 2006)

10. Linear trend discovery in datasets (Guo et al. 2009; Shrinivasan et al. 2009)

11. Pandemic decision support (Guo 2007)

12. Emergency response (Kim et al. 2007; Maciejewski et al. 2008)

13. GeoTwitter analytics (MacEachren et al. 2011)

14. Understanding spatiotemporal hotspots (Maciejewski et al. 2010)

15. Animal-human health (Maciejewski et al. 2007)

16. Maritime risk assessment (Malik et al. 2011)

17. Clinical decision support in psychiatry (Mane et al. 2012)

18. Economic decision-making (Savikhin et al. 2008)

19. Airlift decision making (Soban et al. 2011)

20. Micro grid energy mix planning (Stoffel et al. 2012)

21. Radio frequency localization (Han et al. 2009)

22. Hotel visitation analysis (Weaver et al. 2007)
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Table 3 Frequency distribution of attributes reported in VADS tools
(2006–2012)

Attribute Coding references n (%)

Situation awareness (N = 52)

Can track changes in information 19 (36.5)

Can provide environment for contextual 25 (48.1)

analysis

Can support future scenario projections 4 (7.7)

Combination of all 4 (7.7)

Collaboration (N = 63)

Ability to share evidence 3 (4.7)

Can support intuitive communication 12 (19.1)

Can allow multiple, coordinated views 36 (57.1)

Can track information flows 12 (19.1)

Combination of all 0 (0)

Interaction (N = 124)

Suitability for the task 12 (9.7)

Controllability 39 (31.5)

Self-descriptiveness 12 (9.7)

Support customization of information 35 (28.2)

Enable access to information 21 (16.9)

Combination of all 5 (4.0)

Creativity (N = 137)

Support individual tasks 11 (8.0)

Effective in searching analytical results 58 (42.3)

Ability to show high quality of analytic 46 (33.6)

solutions User satisfaction with solutions 13 (9.5)

Combination of all 9 (6.6)

Utility (N = 51)

Perceived ease of use 4 (7.8)

Compatible with the context of use 14 (27.5)

Perceived usefulness 11 (21.6)

Enhances effectiveness on the task 10 (19.6)

Reduction in time 4 (7.8)

Combination of all 8 (15.7)

User-oriented design (N = 175)

Analysis of user and context of use 80 (45.7)

Active involvement of intended users 22 (12.6)

Iterative design 17 (9.7)

Evaluation with intended users 17 (9.7)

Multidisciplinary design input 7 (4)

Use of real world data 32 (18.3)

Combination of all 0 (0)

… The planner should also be able to spot and explore
rationality problems when time permits but immediate
detection is not so much required…
… the planner should involve his/her background
knowledge and/or additional information to assess the
feasibility of this plan…

… as the user inserts decisions points, scrolls through
time, and revisits other scenarios, these interactions are
tracked and displayed in the decision history view...

Further, there were instances where the SA attribute was
clearly demonstrated in the papers, notably:

…the visual framework allowed managers to ask new
questions, promoted discussion and debate, and built
trust between managers and scientists for the data
analysis process…
… He (the analyst) observed that the system’s ability to
process large datasets allows him to quickly filter the
data into manageable subsets while providing inter-
active spatiotemporal displays that further aid him in
making a decision using the best information avail-
able…

From the references, it can be seen that situation awareness
is a factor in the design of VADS tools. It gives an indication
of how the VADS systems are designed to incorporate the
user’s background perceptual knowledge when performing
analytical tasks; how their comprehension of the situation
was improved following interaction with the VA tool; and,
consequently, the level of future projections derived by the
users.

Collaboration

The data indicate that 57.1% of VADS tools can allow
multiple, coordinated views. In facilitating intuitive commu-
nication, we observed that the incorporation of contextual
data and domain knowledge in VADS tools made it eas-
ier access information (19.1%). We also recorded 19.1%
codes where the capability of VADS tools to track the flow of
information was demonstrated. This suggests a link between
the capability of existing VADS tools to actively track the
visual changes in a system and allowing users to explore
the visual representations interactively. For example, one
document expressed, ‘These different modes enable multi-
purpose use of the display. One of the purposes is detection
of potential feasibility problems due to simultaneous arrival
of multiple vehicles to the same place.’

Relatedly, an interesting aspect of the data was the low
frequency we recorded for the VA systems’ ability to facili-
tate evidence-sharing among collaborators.We also observed
that there was hardly any paper that reported all the metrics
we coded for this attribute.

Interaction

Table 3 shows the distribution of the codes for Interaction.
Roughly two-thirds of the codes were more or less direct ref-
erences to Controllability and Customization of information.
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Based on this evidence, we can deduce that technical func-
tionality and visual elements were a central consideration in
the VADS design process.

The other 4 coding units reported low frequencies (the
exception was ‘access to information’, which had 16.9%).
This suggests that information used for analysis and deci-
sion making was usually explored at various levels of detail.
When we reviewed the papers in terms of Suitability for
the task and Self-descriptiveness, we found a striking sim-
ilarity in frequency (9.7%). According to ISO 9241-110,
self-descriptiveness relates to system consistency, quick
comprehension, and clarity of possible actions from the user
perspective. On the other hand, interaction enhances a tool’s
suitability for a task if the user can efficiently complete a task.
From the foregoing, we can infer that the extent to which
self-descriptiveness is incorporated in a VADS tool appears
to have a direct correlation on its suitability for the task—
at least when viewed in the context of the tool’s interaction
capabilities. We interpreted this to mean that self-descriptive
interactions in VA systems are more likely to support users
in carrying out their tasks effectively.

Creativity

With respect to creativity, the results indicate that most of
the VADS tools in the papers we reviewed were considered
to be effective in representing high quality of analytical out-
comes on the visual interfaces. Further, the coded references
appear to show a trend of user satisfaction with solutions and
the extent to which the VADSwere able to support individual
tasks. A possible reason for thismay be that evaluation exper-
iments were actually tested for this feature, and so the user’s
comments were often recorded. The relevance of creativity
on the user satisfaction can be measured with the frequency
we recorded (9.5 and 6.6% respectively). Table 3 illustrates
this further.

We also found some references in which users reported
their creative experiences with VADS tools:

User comments indicated that data-taking facilitated
decision-making.
…the planner concludes that the capacities in the des-
tination places are not optimally used.
The response of these policymakers was highly positive,
verifying that the goal of facilitating communication …
was well achieved.

Utility

Table 3 displays the results for the attributes pertaining to
Utility. Overall, 27.5% codes we measured for this attribute
were in the context of use. We surmise that this relates
to the level of inquiry into the user requirements by VA

researchers—that is, the degree towhich they ensure the tools
are applicable to the context.

The results also highlight favourable numbers for Per-
ceived usefulness, which, as defined by Davis (1989), is the
degree to which a person believes that using a particular sys-
temwould enhance their performance on a task. Interestingly,
the systems are reported to enhance effectiveness on the task,
showing a strong co-relation with Perceived Usefulness. The
results tend to support the view that the two attributes are
interdependent.

We also found a strong correlation between perceived ease
of use and time expended in finding analytical solutions, judg-
ing from the exact frequencies of the codes. We deduce that
Perceived ease-of-use of VADS tools may be a significant
determinant of the amount of time spent on finding analyti-
cal solutions. The evidence also suggests that the amount of
time gained by the use of VADS tools is not being tracked in
evaluation experiments.

Regarding the extent to which the VA applications incor-
porated all these coding units, the data show a statistically
significant trend, which suggests that some of the papers
attempted to elicit information from the users on how their
experiences had been impacted by interactionwith theVADS
tools. Specifically, the users commented on the adequacy of
the designs to their work tasks, thereby increasing their abil-
ity to make informed decisions. However, these were found
in only about one third of the sample papers reviewed.

User-oriented design

We found many references of user-oriented design in the
sample papers. This appears to support the view that most
VADS researchers collaborate with users at some point in the
design process (Damodaran 1996). The difference between
the various approaches, we observed, is the degree of user
influence in the design process. In this case, the degree of
user influence was informed by both the type and depth of
user participation.

The distribution in Table 3 indicates that the context of
use and users’ decision support needs were explored and
analysed in detail by VA researchers prior to the tool design.
This trend was consistent in all the papers we reviewed. One
interpretation is that VADS largely involve the application
of technology to novel decision-making tasks that have not
been researched by other disciplines.

Further analysis of the references indicates that only
12.6% of the papers reflect an active involvement of users in
the design processes. We believe that this phenomenon high-
lights a growing need in the development of VA decision
support tools that are designed for real world applications.
The reason is that many real-world decisions, even when
they seem to focus on technical issues, are in fact socio-
technical in nature (Damodaran 1996), thus requiring a more
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active involvement of the users to provide specifications in
the design process.

A noteworthy feature in the chart is the similarity in the
results we recorded for Iterative Design and Evaluation with
intended users. We observed that the process of evaluation,
in which changes and refinements are made, did not often
involve users. Remarkably, this trend was reported in only
about 9.7% of the papers. For a process that is intended to
improve the usability and effectiveness of a design, the impli-
cation is that the current distribution may not sufficient.

According to Thomas and Cook (2005), to build an effec-
tive VADS requires collaboration from multiple disciplines.
Thus, it can be argued that inadequate collaborative par-
ticipation in the design of VA systems makes the process
time-consuming and error-prone. The results also show that
multidisciplinary design input needs to be emphasized in the
designVADS tools. This suggests a gap between researchers,
programmers, designers and users, in contrast to the guide-
lines proposed in the VA research agenda.

We also observed that only 18.3% of papers reported the
use of real-world data in VADS. This may imply that major-
ity of the papers use simulated datasets to design the systems.
This underlines the key issue of product validity and credi-
bility in VA decision support tools.

Discussion

There are several possible ways of looking at these find-
ings, but we will focus only on six aspects in this discussion.
The recommendations, as stated below, are not prescriptive.
Rather, they reflect suggestions to help improve the product
design approach of VA tools, specifically VADS tools.

First, the results imply a limited emphasis on the incorpo-
ration of Situation Awareness as a key attribute in the design
of VA decision support tools. The application of visual ana-
lytics to decision support requires a much more advanced
level of situation understanding and accurate projection of
future events in view of the user’s analytic tasks. With such
tasks, the user is uncertain about the nature of the prob-
lem, the alternative solutions or value for making a choice
(Alavi and Napier 1984). It may be useful if future VADS are
designed to adequately support the users overall awareness
of issues when evaluating complex information. Situation
awareness forms the critical input to an individual’s deci-
sion making, and is often the basis for all subsequent actions
(Endsley 1988). Therefore, we recommend that VA deci-
sion support systems should be designed to facilitate the
continuous acquirement of Situation Awareness, by provid-
ing solutions to domain-specific and time-critical problems.
Design techniques should be developed to enhance situation
awareness, and, to objectively assess the effect of the VADS
tool on a user’s situation awareness.

The ability to support evidence-sharing, synchronously
and asynchronously, among collaborative users, in a VA sys-
tem is important. While we gained further understanding on
the trend of Collaboration in VA literature, we found that
no single study incorporated all the units we used in mea-
suring the attribute. A possible reason is that typical design
processes reflect a focus on the ability of the VADS tech-
nology to capture and track the steps taken by the users in
the process of decision making. This attribute is useful in the
analysis process, but often, as the results show, not enough
to support evidence-sharing among collaborative users of the
VADS tool. The data provide ample justification to support
this view. To facilitate effective communication and infor-
mation sharing between collaborators, we recommend that
VA decision support tools should purposively incorporate all
the attributes that support seamless collaboration between
users. At a minimum, VADS tools should demonstrate the
capability:

1. To share data between users;
2. To support intuitive communication;
3. To support multiple, linked displays that would allow

different users to assess different data;
4. To track information flows between users.

We recommend that these attributes should be targeted
in the design and evaluation stages of VA decision support
tools.

We can look at Interaction as a communication process
between the user and the system (Bennett 1976). In a suc-
cessful interaction process the user interacts automatically
with the system while concentrating on the analysis at hand.
What we infer from the results is the tendency of interaction
dialog in existing VADS tools to be geared towards con-
trollability and customization. While the data indicate that
interaction dialogs allows users sufficient access to informa-
tion, the evidence tend to suggest a trend in which the dialogs
were often less comprehensible to the users inways thatmade
VA tools rather unsuitable for the analytic tasks. This is per-
haps a clear indication of what Green et al. (2011) refers to
as the general disposition to create interfaces based on their
own methodologies and interaction metaphors. Clearly, this
mismatch underlines the need for interaction design tech-
niques that are user-adapted and context-oriented. This type
of design requires a focus on the outcomes of the interaction
rather than the process of interaction. We propose an adap-
tive model in which components such as, the context of use,
the user, the VA system, and the designer combine to estab-
lish products and outcomes that respond adequately to the
six attributes we used in measuring interaction.

As noted earlier, Creativity may be stimulated or hin-
dered depending on the nature of the environment in which a
task is performed. The relative frequency we observed in
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the literature may be a reflection of how visual analytics
enables user creativity in multiple domains. At these lev-
els, one can assume that current VA tools can support faster
and more accurate decision making. Therefore, more work
needs to done to stimulate creativity. Thus, a VADS environ-
ment should allow for elements that are inclined to support
the user’s creative needs. In addition, we recommend that
VADS tools should be designed in such a way that the inter-
face can act as a vehicle of creativity and self-expression for
the decision maker.

The purpose of most decision support tools is to sup-
port the user in arriving at a decision through analysis. For
VADS tools, we associate this goal with the notion of Utility,
which can be measured through feedback from the user. The
results show a tendency of VADS tools’ designers to take the
contextual aspects into consideration. However, this devel-
opment does not always translate to ease of use and less time
spent on tasks. The evidence presented in Table 3 suggests
that the relationships between the Utility attributes are sim-
ilar. Specifically, one can see that ease of use influences the
amount of time spent on task. The findings have implications
on user acceptance. Rather than focusing only on usability
issues, we suggest that designers should also evaluate and
adapt the systems for usefulness, timeliness, and ease of use.

With respect to User-oriented design, our findings iden-
tified a typical approach in VADS tools, which is—build a
prototype, test with intended users, measure usability crite-
ria, and iteratively refine design. However, in a user-oriented
approach, it is important to determine the user and context
requirements prior to design. In addition, seeking multidisci-
plinary input in the implementation stages could allow higher
levels of adoption by users. Also from the sample papers, we
deduced that the data used in the design process were mostly
simulated data, and therefore may not portray an accurate
dynamics of decision problems that require the use of VA
tools. This calls for the use of real datasets in the design and
development cycle.

Limitations

Some limitations may have affected the data collection and
interpretation of results in this review. First, due to the diverse
publication venues available to VA researchers, extracting
all the papers in the field would have been difficult. There is
also a risk that relevant papers may have been omitted due
to our choice of keywords and search strings. However, we
are confident that the initial dataset of 470 papers sufficiently
represents the major VA publications from 2006 to 2012, and
that this number is large enough to support the validity of our
conclusions.

Second, we appreciate that systematic literature reviews
and content analysis methodologies are mostly subjective.
However, the rigor of the coding technique used and the

research experience of the researchers ensured that the data
analysis was fairly reliable. We believe that other researchers
using the same coding protocol would produce similar
results.

We acknowledge that difficulties arise when attempting
to investigate textual data for ‘state-of-the art trends’. We
are aware that generalizability of these analyses is limited
by the focal sample employed for the study. In this paper,
we analysed only 26 papers that are specific to decision sup-
port. This, in itself, sheds a limited light into the published
literature.

The metrics we adapted into coding units were considered
with great attention to allow, as much as possible, an accu-
rate analysis of the data. The models and literature we used
to support the metrics were selected based on our research
questions and objectives. Nevertheless, we acknowledge that
there may be other models and metrics out there. It is not
our intention to present the framework we used as a well-
specified theory. Rather, we invite further research, using
other models and attributes.

The content analysis approach posed some methodolog-
ical challenges: the selection procedure for including the
papers was somewhat subjective; also, due to the extensive
logistics and time constraints, we could not extend the inter-
rater and intra-rater agreement to include more researchers.
In future reviews, it may be beneficial to expand the number
of researchers working on the coding procedure, which may
in turn increase the reliability of inferences made from the
data.

Finally, in the course of conducting this research, we have
developed a deeper appreciation of the passion, commitment,
creativity, and rigor brought to the field of visual analyt-
ics by the thousands of dedicated researchers. We recognize
the diversity of perspectives on visual analytics and related
research. For these reasons, we do not suggest that the find-
ings are indicative of the general trends in the field, but
rather some trends that reflect our specific research ques-
tions, methodological assumptions, and research interests.

Future work

So far, the design attributes and metrics proposed here have
not been tested in real world settings with visual analytics
tools.Wewill continue to refine these attributes through addi-
tional projects and to apply them to the design evaluation of
a VA decision support tool with stakeholders in a real world
domain.

Conclusion

This paper reviewed the most exciting aspects of product
design and development in the field of visual analytics. In
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this paper, we provided a rich description of an evaluation
framework that is, in part, already studied in visual analytics
research, but not well considered in the design and evalua-
tion of visual analytics tools. To our knowledge, this is the
first comprehensive review to address the benefits of inte-
grating VA tools in product design. The results indicated a
general consensus that visual analytics tools have the poten-
tial to support analytical reasoning in many fields of human
endeavour. It also provided preliminary data to better under-
stand the reach and capabilities of visual analytics decision
support tools in real-world applications.

The results have several implications for designers of VA
tools: first, the findings answer the question “What attributes
and metrics are needed to enhance the human-product inter-
action experience in visual analytics decision support tools?”
This is one of the primary contributions from this study. Fur-
ther, the findings suggests that using the attributes andmetrics
identified in this study could result in comparable outcomes
in the design and evaluation of VA tools.

Third, while the design evaluation approach demonstrated
here is specific to visual analytics, the user experience
attributes and metrics we described can be adapted to any
type of product design and any type of technology. This is
one of the contributions from this study.

In conclusion, the findings gave rise to new design rec-
ommendations for VA decision support tools. These design
recommendations were constructed from the analysis of the
data sample. We expect that the proposed design recom-
mendations will uniquely contribute to the fields of visual
analytics, product design and user experience design.
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